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DATA STORAGE�
MANAGEMENT

Combined, the experiments at SLAC and Fermilab 
have over a petabyte of physics data. This data must 

be readily accessible to thousands of physicists�
for analysis both locally and over Global Grids.�
Storage systems must manage data placement�

and retrieval to the limits of practicality�
and affordability, in many cases these systems�

use and support leading edge technologies.
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Running systems in real time in production Fermilab and SLAC Data are fed to very large systems

dCache, a distributed storage data caching system

Michael Ernst, Patrick Fuhrmann, Martin Gasthuber, �

Tigran Mkrtchyan1, Charles Waldman2

1(DESY, IT) 2(FERMI, CD-INTEGRATED SYSTEMS)
Abstract

This article is about a piece of middleware, allowing to convert a dump 

tape based Tertiary Storage System into a multi petabyte random access 

device with thousands of channels.  Using typical caching mechanisms, 

the software optimizes the access to the underlying Storage System and 

makes better use of possibly expensive drives and robots or allows to 

integrate cheap and slow devices without introducing unacceptable 

performance degradation.  In addition, using the standard NFS2 

protocol, the dCache provides a unique view into the storage repository, 

hiding the physical location of the file data, cached or tape only.  Bulk 

data transfer is supported through the kerberized FTP protocol and a C-

API, providing the posix file access semantics.  Dataset staging and disk 

space management is performed invisibly to the data clients. The project 

is a DESY, Fermilab joint effort to overcome limitations in the usage of 

tertiary storage resources common to many HEP labs. The distributed 

cache nodes may range from high performance SGI machines to 

commodity CERN Linux-IDE like file server models.  Different cache 

nodes are assumed to have different affinities to particular storage groups 

or file sets.  Affinities may be defined manually or are calculated by the 

dCache based on topology considerations.  Cache nodes may have 

different disk space management policies to match the large variety of 

applications from raw data to user analysis data pools.

Keywords:  Storage Manager, Cache System, Java, nfs, security

1 Scopes1.1   Scope of this document
This document presents the ideas, status and results of a software product, developed by a 

joint effort between the DESY IT and the FERMI CD divisions.  The paper is intended to 

create curiosity and not to describe the system in full detail.  Therefore we picked a small 

subset of features which may be regarded as the signature of our product.  Moreover, this 

document will not prove that Hierarchical Storage Systems benefits from well known 

optimization methods like Rate Adaption, Deferred Write, Staging and Read Ahead.  It is 

assumed that the reader consults the results of those studies at (6).

The BABAR Database: Challenges, �

Trends and Projections

I. Gaponenko1, A. Mokhtarani1, S. Patton1, D. Quarrie1, �

A. Adesanya2, J. Becla2, A. Hanushevsky2, A. Hasan2, A. Trunov2

1  Lawrence Berkeley National Laboratory (LBNL), Berkeley, USA

2  Stanford Linear Accelerator Center (SLAC), Stanford, USA

Abstract

The BABAR database, based upon the Objectivity1 OO database 

management system, has been in production since early 1999. It has 

met its initial design requirements which were to accommodate a 

100Hz event rate from the experiment at a scale of 200TB per year. 

However, with increased luminosity and changes in the physics 

requirements, these requirements have increased significantly for the 

current running period and will again increase in the future. New 

capabilities in the underlying ODBMS product, in particular those of 

multiple federation and read-only database support, have been 

incorporated into a new design that is backwards  compatible with 

existing application code while offering scaling into the multi-petabyte 

size regime. Other optimizations, including the increased use of tightly 

coupled CORBA servers and an improved awareness of space 

inefficiencies, are also playing a part in meeting the new scaling 

requirements. We discuss these optimizations and the prospects for 

further scaling enhancements to address the longer-term needs of the 

experiment. 

Keywords: OO Database, ODBMS, Objectivity, Scaling, CORBA

1 Introduction

The BABAR experiment at SLAC was one of the first HEP experiments to use an 

object oriented database management system for its primary event store. The 

design of the BABAR database has been detailed before, most recently in [1] and 

several contributions to the CHEP 2000 Conference [2]. The database has been in 

production use since the experiment turned on in 1999 and has met its initial 

design goals which were to accommodate a 100Hz event rate at a scale of 200TB 

per year. However, several deficiencies became apparent during the first 18 months 

of running and it was clear that a major upgrade would be necessary in order to 

address these, and in order to scale to the increased luminosity running that was 

expected during 2001 and 2002. I.B.M. Making A Commitment 

To Next Phase Of the Internet 

By STEVE LOHR
I.B.M. is announcing today a new 

initiative to support and exploit a 

technology known as grid 

computing, which the company 

and much of the computer 

research community say is the 

next evolutionary step in the 

development of the Internet. 
The grid vision is that everyone at 

a desktop machine or hand-held 

computer could eventually have 

the power of a supercomputer at 

his or her fingertips, by amassing 

the processing power and 

information resources attached to 

networks. Although the idea has 

been around for some time, the 

types of computer hardware and 

software to achieve it are only 

now coming within reach. 

I.B.M. is placing no dollar figure 

on its grid initiative. But the 

company is comparing the 

program to its earlier move to 

support the Linux operating 

system, an effort that it announced 

at the start of 2000 and later said it 

would spend $1 billion on over the 

next couple of years, and its 

backing is expected to push 

interest to new heights. As part of its campaign, I.B.M. is 

also announcing today that it has 

won two national grid projects in 

Europe, one in Britain and another 

in the Netherlands. The I.B.M. 

grid initiative will be led by Irving 

Wladawsky-Berger, an executive 

with a research background who 

has close ties to university and 

government laboratories. Mr. 

Wladawsky-Berger is also heading 

the company's major support for 

Linux, a freely distributed 

operating system that is 

increasingly used to power data-

serving computers on the Internet 

and inside corporations. Grid computing -- a concept that 

originated in supercomputing 

centers -- holds the promise of 

transforming the Internet, 

according to some computer 

scientists. At present, the Internet 

is used for communication, mainly 

e-mail and instant messaging, 

while the Web is the Internet's 

multimedia retrieval system, 

enabling computer users to have 

access to text, images and music. 
The grid would add a new 

dimension.''The goal is that grid 

becomes the computing engine for 

the Internet in the way that the 

Web is the information engine,'' 

said Ken Kennedy, a professor at 

Rice University. ''The real long 

term is that this becomes the 

problem-solving mechanism for 

society.'' 
The dream of computing power as 

an electricity-like utility, available 

anytime and anywhere, to help 

solve all manner of human 

problems is both decades old and 

not likely to be fully realized 

anytime soon. The grid takes its 

name from the utility analogy, 

Barbara Gengler

 
The Stanford Linear 

Accelerator Centre 

database contains an almost 

unthinkable amount of data, 

having reached 500,000Gb, 

or about 60 times the 

amount of information 

contained in the US Library 

of Congress's 115 million 

items.

The data is generated by the 

scientists of the 

International BaBar 

experiment, a collaboration 

of 600 physicists from nine 

countries - Canada, China, 

France, Germany, Italy, 

Norway, Russia, the UK 

and the US - who are 

investigating collisions 

between matter and 

antimatter in the universe. 

The team has written more 

than five million lines of 

C++ and Java code to 

refine and analyse the data 

produced by smashing two 

particle beams into each 

other in the SLAC 

accelerator. 

Working with physicists 

from the BaBar project and 

other physics labs, the team 

chose to base the system on 

an object-oriented database 

system and opted to work 

with Objectivity/DB, a 

product of Objectivity, 

based in Silicon Valley. 

The data objects are stored 

in an Objectivity/DB 

federated database powered 

by more than 100 servers, 

40 user data servers and 60 

lock or journal data servers. 

A farm of more than 2000 

processors, organised into a 

grid of smaller farms, 

accesses the federated 

databases. 

David Quarrie, a chief 

architect of the system, 

says the milestone shows 

object databases are 

reaching the potential that 

was anticipated when the 

project began. 

"A lot of credit should go to 

the members of the BaBar 

database group and to 

Objectivity, which has 

collaborated well with us," 

Quarrie says. 

Work on building the 

experimental apparatus 

began in 1996, as a small 

group of researchers at 

SLAC and the Lawrence 

Berkeley National 

Laboratory - both US 

Department of Energy 

laboratory - began 

developing a method of 

storing and retrieving the 

output of information 

expected from the 

experiment. 

The teams worked for more 

than two years to customise 

the database software and 

provide the scientists with 

initial features the project 

required. 

Size matters in 

data world

From ProspectsŁ
to Print

Enormous data volumes delivered �
world wide require ambitious technical �
innovations, such as the largest databases in �
the world and the leading edge application of �
Grid technologies.

Production 
Technology �

The amount of software 
in data storage and 
movement infrastructure 
at Fermilab and SLAC 
approaches a million lines 
of code. Increasingly, �
data movement 
infrastructures must 
accommodate 
collaborations distributed 
worldwide.

Files in SLAC and Fermilab 
Mass Storage 

(Total = 2,487,900)
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Bytes in Fermilab and SLAC 

Mass Storage 

(Total = 1.176 PB)
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Because High Energy Physics 
is a statistical science, 
refining measurements 
requires that Fermilab and 
SLAC will collect an increasing 
amount of physics events �
in the future. 

SLAC and Fermilab Estimated 
Events/Year
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Integrated FILES/BYTES plots�
The U.S. High Energy Physics Laboratories generated millions
of files and nearly a petabyte (1,125,898,240,000,000 bytes)
of data in the past year.
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